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Abstract: This  paper  describes  the  development of 
a  vision-only  intelligent  interface for dexterous  robots 
capable of tracking  operator motions,  analyzing  tra- 
jectory  feasibility,  and  providf6g  visual  feedback  to  the 
operator.  This  system  analyse3Jhe  operator’s  arm  mo- 
tion for safety,  and  then  converts at into  trajectory 
commands for a  mechanical arm.  Potentially danger- 
ous situations,  such  as  singularity and self  collision, 
are  displayed to the  operator  as  graphical  icons  super- 
imposed over  the  robot  video  images.  The  paper  sum- 
marizes  the  main  features of the  current  implemen- 
tation,  presents the  approach  developed for singularity 
identification  and  characterizes  the  performance of the 
demonstration  prototype. 

1 Introduction 

The goal of this  project is to develop methods  and 
algorithms  enabling the  natural  and unencumbered 
generation of commands for anthropomorphic  robots 
while minimizing specific operator  training  and ded- 
icated equipment.  The  project aims at allowing the 
use of sophisticated, human-like robots in critical envi- 
ronments,  such as the  International  Space  Station  and 
the proposed  Human  Settlement  on  Mars,  where time, 
space and  mass  constraints prevent the use of more 
traditional telepresence systems, such as joysticks and 
force-feedback devices. In particular,  this  project fo- 
cuses on  two  main  areas: (1) Visual  tracking of the 
operator  body, to develop  new machine vision  algo- 
rithms  enabling the identification and  robust tracking 
of operator  motions;  and (2) Intelligent  Advisor, to de- 
velop monitoring functions enabling the verification of 
the  operator’s commands and providing visual display 
of sensory and  operations  data.  This work  is  moti- 
vated by the  parallel development, at NASA Johnson 
Space  Center, of the  anthropomorphic robotic system 
Robonaut,  pursuing  the design of a robot  the size of 
a suited  astronaut.  This  robot will be teleoperated by 
a non-intrusive telepresence interface, taking  advan- 
tage of the  natural physical correspondence between 
the  robot  and  the human operator. 

Advanced teleoperator interfaces are  characterized 
by several distinct elements. The  input  system used 
here is the visual tracking of the  operator  arm motions. 
In the  past, visual tracking has  been  addressed  with 
two main  approaches:  marker-based and marker-less 
systems. Marker-based  systems [4, 51 use reflective 
markers on the  body of the subject,  infrared light- 
ing and multiple cameras.  This  approach  can com- 
pute  the marker  positions in 3D with very high ac- 
curacy (1 part over 3000 of the  calibrated volume). 
The marker-less approach is based  on  modeling the 
appearance of body parts in the images  generated by 
one or more  cameras. In [6], the  authors use ah image 
intensity difference extracted from the  real image and 
assume  orthographic  camera projections. The  sum of 
the chamfer  distances  between  each  edges of the ex- 
pected  silhouette  and the closest edge  detected in the 
current  image is used  in [7]. The vector of distances 
between corresponding  points on the occlusion bound- 
aries of the real and  the expected  silhouette  in  each 
image  plane is  used in [8]. In [9, 101, the  authors use 
direct measures  on the background-subtracted  image 
in the locations defined by the predicted body  pose 
and  the 3D body  model. 

Graphical displays have been a constant  feature of 
teleoperation interfaces. In [ll], a computer-generated 
graphical simulation is used to give the  operator sta- 
tus informations and  to compensate for transmission 
time delay. Intelligent interaction  with  the  operator is 
addressed in  in [13], where  an  interactive  path plan- 
ner  for the  teleoperation of dexterous  manipulators is 
proposed. In [14], a program  monitors task execution 
and gives the  operator feedback about  task  status. 

Kinematic  understanding is critical for the  correct 
teleoperation of a dexterous  arm, since singularity lo- 
cation is not self-evident. In the  past,  singularity de- 
tection has been addressed primarily from the  point 
of view of avoiding any  unexpected and  dangerous 
motion of the  robot. In particular,  approaches  such 
as [15] solve the  problem by forcing the  robot  to pass 
at a distance from the nominal trajectory, whereas 
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Figure 1: Conceptual organization of the intelligent interface. 

solutions such as [17] keep the  robot velocity within 
acceptable limits. In a teleoperation system these 
changes  can confuse the  operator, when they  hap- 
pen  without a warning. Therefore, the proximity of 
a singularity  area  must be monitored and  the opera- 
tor warned. 

The system presented here attempts  to overcome 
the difficulties of teleoperating a dexterous  manipula- 
tor by arm motion tracking, by displaying as virtual 
obstacles the kinematic difficulties , such as singulari- 
ties and self-collision, associated to a given  configura- 
tion of the remote  manipulator, so that  the  operator 
can avoid these obstacles. 

The rest of the paper describes the overall architec- 
ture of this interface, and  its  main  components. Sec- 
tion 2 is a brief description of the  data  and action flow 
of this system. Section 3 describes the  features of the 
visual tracker. Section 5 describes the self-collision 
detection. Section 6 describes the approach used to 
visualize the singularity areas relative to a given arm 

configuration. Finally, the last Section summarizes 
the main results of this work and describes the  future 
development. 

2 System Overview 
The  features of the proposed vision-based telepres- 

ence interface are  demonstrated in an off-line system 
based  on the graphical simulation of a hbo t i c s  Re- 
search Corp. (RRC)  dexterous  manipulator.  The sys- 
tem described here implements the  conceptual flow of 
data  and actions represented schematically in Fig. 1. 
The  action  sequence  stars at the  top left of the Fig- 
ure, with the  operator moving his arm.  The visual 
tracker then  extracts  the  Cartesian  coordinates of the 
critical points of the  arm, i.e. shoulder, elbow and 
wrist. These coordinates are  then converted into a 
set of joint angles for the remote manipulator, which 
is analyzed to identify possible self-collision situations 
and to compute  the  distance from kinematic singular- 
ities. The result of this analysis is then displayed to 



the  operator as a set of graphical icons superimposed 
on the real time video images of the remote  site, as 
shown schematically at  the  bottom left of Fig. 1. The 
intelligence of the system is in the ability to analyze 
the  robot commands  and to inform  the  operator of 
unexpected  situations,  thus simplifying the  operator 
understanding of the remote robot kinematic configu- 
ration. 

Because of the heavy requirements that real-time 
performance puts on computation,  this  demonstrator 
operates off-line,  i.e. each  element of the system is 
a stand alone unit,  and  data  are processed  in batch- 
mode rather  than in a real-time pipeline. However, the 
graphical display integrates  all  the various elements, 
providing a realistic simulation of the real-time per- 
formance. - 

A 

3 The Visual Tracker 
The  hardware  and software system  performing the 

visual tracking of the  operator motions consists of 
the following subsystems:  front-end, acquisition hard- 
ware, the off-line calibration software, the 3D recon- 
structing software, and  the  labeling software. 

The front-end for the measurement of the opera- 
tor’s  arm motion is a non-invasive system  based  on a 
set of 4 video-cameras and  small  markers to be placed 
on the main  joints of the  operator’s body. The cur- 
rent  implementation simplifies the problem of detect- 
ing the markers in each  camera, using small light bulbs 
as markers and requiring a low  level of illumination in 
the acquisition area.  The  acquisition, detection and 
3D reconstruction of the  markers coordinates is car- 
ried out at a 60Hz frame rate  and with an accuracy of 
10 mm for a calibration  volume of about  3  m by 3m. 

Figure 2 shows the main  hardware  components of 
the acquisition system. We used 4 monochrome NTSC 
interlaced cameras  with  6mm lenses located on a semi 
circle around  the center of the calibrated volume at a 
distance of about  5  m from the center and  about 3 m 
above the floor level. 

On each camera  the  automatic gain was disabled 
and  the  shutter  time was set to 1/500 sec as a trade off 
between  image  contrast and motion blur. One  camera 
operates as a master,  and an external trigger guar- 
antees  the  synchronous start of the frame  grabbers. 
The real-time process running  on  the host detects  the 
intensity local maxima and saves the coordinates of 
those points on disk. This  operation  guarantees a 
30Hz frame rate with no MPEG compression. Marker 
coordinate detection consists of (1) image blurring 
with  a 5x5 Gaussian kernel 5x5 to low-pass  filter lo- 
cal brightness maxima; (2) localize  all  pixels having 

Figure 2:  Block Diagram of the Acquisition System. 

local maximum brightness; (3) brightness  maxima de- 
tection  with sub-pixel accuracy, up  to  1/20 bf pixel 
size. This  phase  produces a set of 4 files containing 
the coordinates of all detected  markers in each  image 
field. 

Camera calibration consists of the estimation of: in- 
ternal  parameters,  mutual  camera  position,  and rigid 
transformation  between  cameras  and world reference 
frame. The 3D reconstruction software triangulates 
between  different  views to determine  the 3 dimen- 
sional position of each markers. This  operation is 
complicated by the fact that correspondences  between 
markers in different channels are  not known and some 
markers  might  not even be present in  some  channels 
due to occlusions. Therefore it is necessary to effi- 
ciently parse through  the  set of possible marker corre- 
spondences  and find the best hypothesis at each  time 
frame. We found that robustness to image noise and 
the  computational cost are improved by using tempo- 
ral segments of marker  coordinates of variable length 
which are built by tracking  each  marker  on  the im- 
age plane. The tracking is done  in a very conservative 
way, interrupting  the  thread as soon as the marker 
disappears or gets too close to  another  marker. 

This visual tracking algorithm  takes the  set of re- 
constructed 3D marker  coordinates a t  each  frame  and 
assign to each  one the correct original body  part.  The 
program requires to manually  label the 3D points in 
one of the frames in the sequence. It  then uses threads 
and probability information to  propagate  the labeling 
to  the adjacent frames. This data  constitute  the end 



Figure 3: The Visualiz&;on/Editing  Tool. 

product of the visual front-end and  are  provided to 
the system that controls the robotic arm. 

The visualization tool shown in Figure 3 was imple- 
mented in Matlab  to provide a graphical representa- 
tion of the  computed  data (for example representing 
the  reconstructed  body  with a stick figure), for inspec- 
tion  and  editing. 

4 The Graphical Display 
The  system described here interacts  with  the oper- 

ator exclusively via a graphical interface which incor- 
porates live video of the  robot workspace. A graphic 
model of the  robot, with a viewpoint  matching the 
video camera, is overlaid on the video. Robot  joint 
angles computed  using  the visual tracker data control 
the configuration of the  graphic model.  Various  in- 
dicators  can  be placed  in the scene; these currently 
include self-collision warnings and visualization of the 
singularity volumes, as described later. Figure 4 shows 
the graphical simulation as a transparent image super- 
imposed to  the  real  time video of the remote  site.  To 
indicate self-collisions, it  appears useful to highlight 
the two links which are in danger of colliding. Alter- 
natively, a line can be drawn  connecting the points of 
closest approach. Singularity zones  in Cartesian space 
are  irregular volumes  which change as the  joint angles 
change. Visualizing these presents a  number of prob- 
lems  such as determining  the best simplified geomet- 
ric representation, visibility and viewpoint considera- 
tions, determining  an  adequate resolution (trading off 
computation  time),  and  promoting  the most  effective 
intuition of the workspace constraints.  Our  current 
implementation displays a singularity volume as an 
assemblage of cubes of different  color  which represent 

. 
Figure 4: The overlay graphical simulation. 

the proximity of the  robot end-effector to a singularity. 

5 Self-Collision Detection 

Obstacle detection has been  used  in other  operator 
interfaces for space robotics. In particular, we use the 
approach developed in [IS], briefly summarized  here 
for completeness. Self collision  is defined as the  situ- 
ation when a  manipulator link  is too close to one of 
its  other links. In this case, it is  sufficient to  test for 
line-segment to line-segment distances,  taking  into ac- 
count the radii of the links. When a manipulator link 
is approaching collision with  a link face, for example 
terminal plate or motor sides, then  the  nearest point 
to  the link  on the face will either be (1) the nearest 
point to  the link along one of the edges of the face, or 
(2) the nearest point of the distal end-point of the link 
to  the face. When the distal’ end-point is the nearest 
point to  the face, then the projection of the  distal end- 
point into  the face plane will be within the  boundaries 
of the face. 

For link-to-link distances,  the  minimum  distance 
between the link axis line segrnents is computed  and 
the radii of b o t j h  links are  subtracted from this dis- 
tance in order to get the minimum distance  between 
link surfxcts. The geornetric link surface that  this 



models  is a cylinder of uniform radius with hemispher- 
ical ends of the  same radius. 

For link-to-edge distances, the minimum distance 
between the link axis line segment and  the edge line 
segment is computed  and  the link radius is subtracted 
in order to get the minimum link-to-edge distance. 
The  nearest  points  are  the  points on the link axis line 
segment and  the edge line segment that  are closest to 
each  other. 

For link-to-face distances, the  distance between the 
distal  end-point of the link and  the plane of the face  is 
computed, as well as the projection of the end-point in 
the plane. If the projection of the  distal end-point is 
not within the face, then  this end-point-to-face me& 
surement is discarded. 

- 

6 Visualization of Singularity  Space 
* 

The  system described here uses as the teleopera- 
tor slave an  RRC dexterous  manipulator, whose  kine- 
matics is studied in [l]. The  approach used to gener- 
ate  the  joint angles and resolve the kinematic  redun- 
dancy, given the  set of end-effector positions gener- 
ated by the visual tracker, is the Configuration Con- 
trol  method [15]. In particular,  redundancy is  elimi- 
nated by assigning a known  value to  the arm angle, 
i.e. to  the angle formed by the plane  through  the ma- 
nipulator  wrist, elbow and shoulder, and a reference 
plane  containing  the base z-axis and  the  robot wrist. 
Therefore, the  arm angle can  be  computed from the 
operator elbow position. This condition adds algorith- 
mic singularities to  the  arm own kinematic singulari- 
ties. Since it is very difficult to identify these singular 
configurations, an operator may  move the  arm near a 
singularity without recognizing it. 

Although configuration control prevents dangerous 
motions, it also alters  the  operator motion track- 
ing, thus possibly confusing the  operator  and creating 
problems in tight environments. To  solve this prob- 
lem we generate graphical warnings to localize nearby 
singularities by using the  distance from a singularity 
expressed as det(JJT) [2].  Since the augmented Jaco- 
bian JA is  used  for the RRC dexterous  manipulator, 
det(JAJz) expresses the  distance from both kinematic 
and algorithmic singularities. We visualize the singu- 
larity  volume in the vicinity of the  manipulator wrist 
based on the value of the  determinant. 

With  this  approach,  the  space  around  the end- 
effector of the  manipulator is  uniformly discretized 
into cubes. We consider the center of each  cube as 
the  representative point of the cube. If det(JAJ1)  at 
this point becomes smaller than  a preset threshold, 
the cube is visualized in red. When the manipulator 

Figure 5:  An example of singularity visualization. 

is not  tracking  the reference trajectory  in the.vicinity 
of a singularity, we use the tracking error as a mea- 
sure of the  distance between the  current  manipulator 
position and  the singularity. Points  with  this charac- 
teristic  are visualized by a blue cube. Figure 5 shows 
schematically the  two different representations. 

In this  system,  the singularity space is 7- 
dimensional and therefore of difficult visualization and 
of even more difficult understanding. For this  reason, 
we only visualize the 3-DOF singularity space relative 
to  translational motion  with fixed orientation  and  arm 
angle. However, since the  shape of this  %dimensional 
space depends also on the end-effector orientation  and 
on the  arm angle, the computed  distance also ex- 
presses the  relation  to  the complete  singularity  space 
generated including orientation  and  arm  plane angle. 

The  computational cost of this  approach  depends 
primarily on the number of the cubes displayed. From 
our experience, it  takes several seconds to calculate 
and visualize 13x13~13 points forming a search over a 
cubic volume of 520mm of side. Figure 6 shows the 
singularity space as a 13x13~13 tessellation. By re- 
ducing the resolution of the tessellation to a 3 x 3 ~ 3  
representation,  it is possible to calculate and visual- 
ize the singularity volume  in real time.  Furthermore, 
the  singularity  representation  does not need to be re- 
computed if the end-effector does not move beyond 
the search volume and keeps the  same  orientation  and 
arm angle. Of course, this representation is too coarse 
to  understand  the  details of the singularity shape,  but 



7 Conclusions and Future Work 
This paper describes a demonstration  system de- 

signed to show the main  features of a vision-only tele- 
operation interface for dexterous  manipulators. The 
innovative features of this  system include a visual 
tracker to teleoperate a remote manipulator by simply 
moving the arms, and  an intelligent advisor,  to analyze 
the commanded  motions for kinematic correctness, en- 
abling the  operator to avoid  self  collision and singu- 
larities. Naturally, this work  is only the beginning of 
the development of a completely vision-based operator 
interface, and several new features  need to  be  added 
to  this basic system. In  particular, visual tracking 
technologies  needs to  be enhanced  in: real-time com- 
putation of the 3D upper-body  pose of the  operator; 
system robustness with respect to  body  and  objects 
occlusion, changes in the  background,  and clothing 
differences. 

Similarly, the graphical representation  needs to be 
tested  with  human  subjects to identify the  best combi- 
nations of graphical icons for an  immediate  and  unam- 
biguous  understanding of the  robot  kinematic condi- 
tions. Other possible improvements are, for example, 
the  computation of optimal  trajectories from the oper- 
ator motion, the visualization of annotations  attached 
to  task elements, the  integration of additional video 
displays, and  the use of the interface as a planning 
tool. 

Acknowledgments: The research described in 
this  paper  has been carried out in part at the  Jet 
Propulsion  Laboratory, California Institute of Tech- 

- I  

Figure 6: Singularity visualization with 13x13~13 
cubes. 

it is still useful to warn about  and  to avoid the singu- 
larity. Figure 7 shows an example of singularity rep- 
resentation using 3 x 3 ~ 3  cubes. Finally, the capability 
of changing the observation viewpoint is an  important 
tool to  understand  the  shape of the singularity volume. 
Therefore, we include in the interface the viewpoint 
changing  features described in [3]. Figure 8 shows the 
singularity volume of Figure 6 from a different view- 
point. 

Figure 7: Singularity visualization with 3 x 3 ~ 3  cubes. Figure 8: Singularity volume from another viewpoint. 
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